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Should we impeach armchair linguists? 
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1. A looming crisis? 
If you believe what you read in the papers (no, not those ones - I mean jour-
nal articles, chapters, etc.), you will surely know that linguistics faces a cri-
sis. This is because it is a field that relies on intuitive judgment data that is 
informal, unreliable, and possibly just plain wrong. Of course, intuitive 
judgments may have turned up a few facts that turn out to be reliable. But 
we should not take too much solace from that, because the easy observa-
tions have already been mined. A budding young linguist who enters the 
field today should not expect the fast facts and easy living enjoyed by his or 
her forbears. Instead, s/he will be forced to use increasingly sophisticated 
tools and methods to probe increasingly subtle facts. Armed with these 
tools, the New Linguist will be able to leave behind the confusions of the 
past and gain new insights into the nature of language.  

And what is the primary tool that will replace those unreliable intuitive 
judgments from professional linguists?  

Experimental Syntax.  
That is, lots and lots of intuitive judgments from large numbers of peo-

ple who know as little as possible about linguistics. Sometimes the judg-
ment responses will be recorded as continuous values rather than as simple 
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yes/no responses, allowing for fine-grained measurements and ideally a 
little statistical analysis. There will be graphs, and p-values, and effect sizes, 
so we’ll really know What’s Going On. 

I am certainly prone to believe too much of what I read, but I remain to 
be convinced that we face a crisis (at least, not this crisis), and I am not sure 
that large-scale judgment surveys will bring the clarity that some have 
promised. Don’t get me wrong - I love experiments, and especially experi-
ments about linguistics. I also think that there are cases where large-scale 
judgment surveys can be quite informative. We have tested hundreds of 
speakers using this method in our own work, and we believe that it is 
worthwhile. However, it is important to be realistic about the nature of the 
problem, and the likely payoff. 

It is not difficult to find complaints about the use of intuitive judg-
ments, coming from a variety of different directions. Psychologists decry 
what the linguists do as irrelevant: 

Generative theories appear to rest on a weak empirical foundation, due to 
the reliance on informally gathered grammaticality judgments. […] A set 
of standards […] should be established. If these […] ideas were consid-
ered, linguistic developments might once again be relevant to the psycho-
linguistic enterprise. (Ferreira 2005, p. 365) 

Judgments are inherently unreliable because of their unavoidable meta-
cognitive overtones, because grammaticality is better described as a 
graded quantity, and for a host of other reasons. (Edelman & Christianson 
2003, p. 60) 

And some linguists are inclined to concur. 
One might in fact conclude that we have not yet developed a means to 
evaluate empirical bases for hypotheses in generative grammar that is 
compelling enough to the majority of the practitioners. An evaluation of a 
given hypothesis thus tends to have an arbitrary aspect to it, influenced by 
such factors as whether or not the terms and concepts utilized are taken 
from a theory currently in fashion … (Hoji & Ueyama 2007, p. 2) 

Unfortunately, the findings of the experimentalists in linguistics very 
rarely play a role in the work of generative grammarians. Rather, theory 
development tends to follow its own course, tested only by the unreliable 
and sometimes malleable intuitions of the theorists themselves. The theo-
ries are consequently of questionable relevance to the facts of language. 
(Wasow & Arnold 2005, p. 495) 

Studies of usage as well as intuitive judgments have shown that linguistic 
intuitions of grammaticality are deeply flawed, because (1) they seriously 
underestimate the space of grammatical possibility by ignoring the effects 
of multiple conflicting formal, semantic, and contextual constraints, and 
(2) they may reflect probability instead of grammaticality. (Bresnan 2007, 
p. 75) 



 3 

These are grave allegations, and so they deserve to be taken seriously. 
But we must be clear about the nature of the charges. The claim is not just 
that one finds questionable examples in linguistics papers, but that lax data-
collection standards have led to the growth of theories that are based upon 
bogus data. If these charges stick, then we face a genuine crisis. In order for 
there to be a crisis, however, it would need to be the case that (i) Intuitive 
judgments have led to generalizations that are widely accepted yet bogus. 
(ii) Misleading judgments form the basis of important theoretical claims or 
debates. (iii) Carefully controlled judgment studies would solve these prob-
lems. Although I sympathize with the complaint that one can find many 
cases of poor data collection in the linguistics literature, I am not sure that 
any of (i)-(iii) is correct. A surprising number of the critiques that I have 
read present no evidence of the supposed damage that informal intuitions 
have caused, and among those that do provide specific examples it is rare to 
find clear evidence of the lasting impact of questionable judgments. 

Before proceeding I should pause to clarify a couple of points for read-
ers who may be appalled at the direction in which this argument appears to 
be headed. I hope that I am not seen as defending sloppy linguistic argu-
mentation or careless construction of example sentences - I am annoyed by 
these as much as the next guy. I also do not mean to argue that comprehen-
sive studies of acceptability are worthless - studies of this kind are part of 
the staple diet in our own work. Nor would I argue against the value of ex-
ploring linguistic questions using diverse methods - it never hurts to have a 
versatile toolkit. What I am specifically questioning is whether informal 
(and occasionally careless) gathering of acceptability judgments has actu-
ally held back progress in linguistics, and whether more careful gathering of 
acceptability judgments will provide the key to future progress.1 I suspect 
that the real challenges lie elsewhere. 

2. How reliable are intuitive judgments? 
It is not difficult to dig through a few linguistics papers to find a list of 
questionable acceptability judgments. However, it is less easy to find cases 
of widely accepted generalizations that are based upon suspect data. Al-
though the typical ‘armchair linguist’ does not systematically test his gener-
alizations using large sets of example sentences and many naïve informants, 
empirical claims nevertheless undergo extensive vetting before they attain 
the status of ‘widely accepted generalization’. If a key judgment is ques-
tionable, this is likely to be pointed out by a colleague, or by audience 
members in a talk, or reviewers of an abstract or journal article. If the ques-

                                                             
1 See den Dikken et al. (2007) for interesting arguments in favor of focusing on individual 

judgments. That paper is part of a spirited collection of papers on the topic of grammaticality 
and data collection in a special issue of Theoretical Linguistics. 
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tionable generalization somehow makes it past that point, then it will still be 
subjected to widespread scrutiny before it becomes a part of linguistic lore. 

In our lab we frequently conduct controlled acceptability judgment 
studies. Typically these serve as the background for a series of studies of 
speakers’ on-line interpretation processes. The studies are easy to conduct, 
since the most difficult part - creation of materials - is already done for the 
on-line studies that they accompany. We have to run the judgment studies in 
order to convince skeptical reviewers that we are investigating real phe-
nomena, but the results are rarely surprising (the same cannot be said for the 
on-line data, alas).2 The sentences in (1)-(2) give representative examples. 
The examples in (1) test Condition C, which blocks coreference between a 
pronoun and an NP that it c-commands, and show that the effect is robust 
across a range of syntactic environments (Kazanina et al., 2007).3 The ex-
amples in (2) test parasitic gaps, a curious phenomenon where the strong 
unacceptability caused by a gap inside a syntactic island is remedied by the 
presence of an additional gap outside the island (Engdahl 1983, Culicover 
& Postal 2001). Although linguists often regard parasitic gaps as marginal 
constructions, we found (to our surprise, quite honestly) that they are judged 
to be just as good as sentences without a parasitic gap. 

(1) Tests of Binding Condition C (Kazanina et al. 2007) 

 Expt 1: 40 participants, 12 pairs of items, 5 point rating scale 
a. Because last semester she was taking classes full-time while Kath-

ryn was working two jobs to pay the bills, Erica felt guilty. [mean 
rating = 1.4, std err = .12] 

b. Because last semester while she was taking classes full-time Kath-
ryn was working two jobs to pay the bills, Erica felt guilty. [mean 
rating = 4.1, std err = .13] 

                                                             
2 One class of exceptions to this is studies of ‘illusory grammaticality’, sentences that are 

fleetingly judged to be acceptable when measured during or immediately after the sentence. 
We have seen such effects in studies on negative polarity item licensing (Xiang et al., 2008, see 
also Vasishth et al. 2008), subject-verb agreement (Wagers et al., 2007), and comparatives 
(Fults & Phillips, 2004). A second class of exceptions involves cases of ambiguity in which the 
ready availability of one interpretation makes it difficult for untutored participants to recognize 
an alternative interpretation. We have often encountered this problem when testing scope am-
biguity (cf. Goro 2007). 

3 Gordon & Hendrick (1997) argue, based on a series of acceptability rating studies, that 
c-command has a minimal impact upon acceptability ratings for backwards anaphora, except in 
environments with preposed adverbial clauses like (1a-b). The very strong contrasts found in 
our studies indicate that c-command plays an important role. The contrasts in (1) are also not at 
odds with the existence of certain semantically conditioned exceptions to Condition C, e.g., 
She was about to leave when Mary noticed a letter on the doormat, or He then did what John 
always did in such situations. See Kazanina (2005) for discussion of these cases. 
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 Expt 2: 40 participants, 12 pairs of items, 5 point rating scale 
c. It seemed worrisome to him that John was gaining so much weight, 

but Matt didn’t have the nerve to comment on it. [mean rating = 
1.5, std err = .12] 

d. It seemed worrisome to his family that John was gaining so much 
weight, but Ruth though it was just a result of aging. [mean rating 
= 4.2, std err = .13] 

 Expt 3: 60 participants, 24 sets of items, 5 point rating scale 
e. He chatted amiably with some fans while the talented young 

quarterback signed autographs for the kids […] [mean rating = 1.7, 
std err = .09] 

f. His managers chatted amiably with some fans while the talented 
young quarterback signed autographs for the kids […] [mean raing 
= 3.4, std err = 0.13] 

(2) Parasitic gaps: 51 participants, 24 items, 5-pt scale (Phillips 2006) 

a. The outspoken environmentalist worked to investigate what the 
local campaign to preserve the important habitats had harmed __. 
[Good gap, mean rating = 3.7] 

b. The outspoken environmentalist worked to investigate what the 
local campaign to preserve __ had harmed the annual migration. 
[Bad gap, mean rating = 2.1] 

c. The outspoken environmentalist worked to investigate what the 
local campaign to preserve __ had harmed __. [Both gaps, mean 
rating = 3.6] 

There is nothing special about these examples. They are merely repre-
sentative of a broader pattern: in our experience, carefully constructed tests 
of well-known grammatical generalizations overwhelmingly corroborate the 
results of ‘armchair linguistics’. 

There are, of course, many cases of theoretically important judgments 
that are disputed. But these are typically the topic of open and lively de-
bates, which themselves frequently lead to important new insights. For ex-
ample, disputes over the analysis of long-distance reflexives in languages 
like Chinese and Japanese have led to new understanding about the relation 
between discourse and syntax (Pollard & Xue 2001, Cole et al. 2006), and 
controversy over the constraints on wh-in-situ phenomena in Japanese and 
other languages has led to interesting explorations of how speakers’ judg-
ments are modulated by focus and prosody (e.g., Hirotani 2005, Kitagawa 
& Fodor 2006, Tomioka 2007). So these are not cases of questionable gen-
eralizations that have been accepted prematurely; rather, they are cases 
where the facts are being actively investigated, a very healthy state of af-
fairs. 
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3. Are theoretical choices based upon spurious generalizations? 
Next we can ask whether there are important theoretical choices that have 
been made based upon disputed or sloppy judgment data. Here also I think 
that the answer is negative. It is a useful exercise to run through a list of 
well-known theoretical controversies in generative grammar and to ask, for 
each case, what are the key empirical disputes: transformational vs. non-
transformational grammars; lexicalized grammars vs. construction-based 
grammars; government-binding theory vs. minimalism; relational grammar 
vs. phrase-structure grammar. In each case it might be possible to point to 
bodies of phenomena that receive elegant analyses in one theory or another, 
and advocates of most of these approaches would gladly list the facts that 
their preferred theory handles better than the competition. There are cer-
tainly disputes, but these are more likely to be disputes over what it is im-
portant to account for, rather than disputes over whether specific empirical 
generalizations are accurate.4 

A reasonable objection might be that it is misleading to focus on dis-
putes among competing grammatical ‘frameworks’, since these are more 
likely to be driven by broader philosophical considerations (not to mention 
aesthetics and personalities). Perhaps we can find better evidence for the 
damaging effects of sloppy intuitive judgments by examining theories in 
specific sub-domains of grammar, where the links between theory and data 
are more closely monitored. But this does not appear to make a difference. 
For example, there are important theoretical disputes in the theory of 
anaphora, and the past 20 years has seen a dramatic broadening of the em-
pirical base of classical binding theory (see Büring 2005 for an excellent 
survey). Nobody who is seriously concerned with anaphora nowadays 
would deny the importance of the role of argument structure, the distinction 
between binding and coreference, the role of syntax vs. discourse factors, 
etc. However, the theoretical disputes do not appear to center on the status 
of key empirical data points. The disputes focus on which facts form natural 
classes, which are theoretically decisive, what is the scope of cross-
language variation, etc. Again, all very healthy. 

An example of a theoretically important domain where the facts are 
hotly disputed involves syntactic island phenomena. Classic syntactic theo-
ries have posited a series of formal constraints to distinguish the acceptable 
unbounded dependency in (3) from the various unacceptable unbounded 
dependencies in (4) (e.g., Ross 1967; Chomsky 1973, 1986; Manzini 1992; 
Szabolczi 2006).  

                                                             
4 A special case may be disputes over claimed universals or ‘parameters’, i.e., clusters of 

properties that consistently co-vary across languages. However, these are disputes about cross-
language sampling, and not about the reliability of judgments within an individual language. 
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(3) Which rumors did the press say Wilson had accused Libby of 
spreading __? 

(4) a.  * Who did the pundits wonder whether Bush would pardon ___? 
 b.  * What did the children complain about the student who stole ___? 
 c.  * What did the news that they had won __ amaze the team? 
 d. * What do Americans eat sandwiches with peanut butter and ___? 

For almost as long as island effects have been known there have been 
prominent arguments that islands do not reflect formal constraints but rather 
arise from constraints on information structure (Erteshik-Shir 1973, Deane 
1991) or language processing (Berwick & Weinberg 1984, Kluender & Ku-
tas 1993, Hawkins 1999, Hoffmeister et al. 2007). This certainly qualifies as 
an area where the status of crucial empirical data has been challenged. 
However, the dispute in this case has little to do with the acceptability of the 
relevant sentences - on this point there is relatively broad agreement - the 
dispute centers on the underlying cause of the unacceptability, and whether 
it reflects structural ill-formedness, semantic awkwardness, or simply an 
overburdening of language processing resources. Teasing apart these alter-
native explanations is important, and not at all easy, but the debate is not a 
consequence of careless acceptability judgments.5 

4. What are large-scale rating studies the solution to?  
Next we can next ask whether in cases of genuinely subtle or unclear ac-
ceptability judgments our problems are likely to be resolved by using large-
scale surveys. 

Here, again, I suspect that large-scale judgment studies are likely to be 
less of a panacea than we are sometimes led to believe. Acceptability con-
trasts that are clear when using the much maligned ‘ask a couple of friendly 
linguists’ method generally remain clear when testing a large number of 
non-expert informants. If the larger sample makes the contrast seem less 
clear, this is just as likely to reflect experimenter error (misleading instruc-
tions, poorly matched examples, etc.) as distortion of the facts by linguists.  

On the other hand, acceptability contrasts that are subtle or disputed in 
a small sample will most likely remain subtle in a larger survey. Of course, 
a large-scale rating survey might allow the experimenter to apply statistical 
tests and conclude that the subtle contrast is nevertheless statistically reli-
                                                             

5 Schütze (1996, pp. 36-39) discusses an interesting case where he argues that important 
theoretical choices have indeed depended on the status of conflicting judgments. Aoun et al. 
(1987) claim that the complementizer that blocks long-distance construal of why in Why do you 
think that he left? whereas Lasnik & Saito (1984) assume that it does not. Schütze is right that 
this is a troubling discrepancy that bore on a major theoretical issue of the time (ECP). What is 
perhaps more troubling, however, is that both of these analyses are now largely forgotten, 
supplanted by theories that have little to say about such examples.  
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able. But what do we learn from the small-but-reliable difference in accept-
ability? It certainly would be inappropriate to conclude that the sentence-
type that is judged to be slightly more acceptable is well-formed whereas 
the other sentence-type is ill-formed. It might not even be the case that the 
small contrast in the group data reflects a consistent small difference at the 
level of individual speakers or individual sentences - the small difference 
might mask more systematic variability across speakers or lexical items. 
Much additional investigation would be needed in order to understand the 
source of the small contrast. In other words, the sensitivity of large-scale 
rating studies, which allows the linguist to identify small-but-reliable ac-
ceptability contrasts, often will merely confirm that a subtle contrast is a 
subtle contrast, although it could help to motivate further investigations of 
the subtle contrast that could lead to genuine new insights.  

This does not mean that there is no value in careful testing of subtle 
contrasts. It is good practice to do so, and lends greater weight to any (justi-
fied) claims made based upon the subtle contrast. However, the large-scale 
tests typically yield few surprises, and serve merely to add force to insights 
developed through informal preliminary testing (i.e., the traditional ap-
proach). 

Fine-grained ratings are most valuable in situations where the experi-
menter is interested in more complex patterns of acceptability that are 
clearly not amenable to introspection. Sprouse (2007, Ch. 3) presents a 
number of examples of this type in tests of island constraints. He reasons 
that if island effects can be reduced to the summed effects of two sources of 
structural complexity, as some have suggested (i.e., extraction is complex 
independent of syntactic environment; island environments are complex 
independent of extraction), then combined manipulation of extraction and 
structural contexts should yield two main effects in acceptability ratings. 
Sprouse consistently finds interactions of the two factors in addition to the 
two main effects, and argues that this provides evidence that the island con-
straints are not epiphenomenal. One may dispute the conclusion drawn from 
Sprouse’s arguments - and the arguments do indeed depend on assumptions 
about rating scales that remain poorly understood - but it is hard to imagine 
how one could construct such arguments without fine-grained ratings. Simi-
larly, arguments presented by Keller (2000) and Featherston (2005) involve 
complex patterns of acceptability that are probably too subtle to probe using 
traditional methods. This is where rating studies will prove most useful. 

5. Notes on acceptability tests 
There has been much recent interest in the use of new methods of quantify-
ing acceptability. They go beyond the traditional methods of armchair lin-
guistics, but they are fairly straightforward. Some experimental studies sim-
ply gather large numbers of binary good-bad judgments, and others ask par-
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ticipants to give ratings on a Likert scale, typically with 5-point or 7-point 
scales. But the most attention has been given to the technique of Magnitude 
Estimation (ME), a method that asks participants to rate the relative accept-
ability of a target sentence and a base sentence (‘modulus’ sentence), using 
an arbitrary ratio scale (i.e., How many times more acceptable is this sen-
tence than the modulus?). ME has been argued to offer insights that other 
methods lack (Bard et al. 1996, Cowart 1997, Featherston 2005). 

I would contend, however, that focus on the choice of different depend-
ent measures is a bit of a distraction, and that the real action in constructing 
successful tests of acceptability lies elsewhere. If sufficient care is shown in 
the construction of suitable experimental materials, then acceptability con-
trasts are likely to be stable across a variety of dependent measures. (See 
Sprouse 2008 and Weskott & Fanselow 2008 for more thorough investiga-
tion of this issue.) 

It is of course preferable to test multiple sentences and multiple infor-
mants. Ideally a Latin Square design should be used, such that experimental 
conditions are as closely lexically matched as possible, and such that all 
participants confront all item sets and all conditions (though not all possible 
combinations of items and conditions). In our experience, we typically ob-
tain reliable contrasts using relatively small numbers of items and partici-
pants. It is generally sufficient to test 10-20 participants and 3-4 trials per 
condition per participant (multiply this by the number of conditions to find 
the total number of experimental item sets needed, e.g., 12-16 sets for a 
4-condition study). One can, of course, test more items or participants, but 
that rarely makes a difference (the same is not true for reading time meas-
ures). 

A crucial part of the experiment design, irrespective of the dependent 
measure being used, is the choice of non-target experimental items. Partici-
pants’ judgments of the target sentences will vary greatly as a function of 
the other sentences in the study. In ME the choice of modulus sentence is 
obviously important. Ideally, it should have a degree of acceptability that 
lies roughly in the middle of the range covered by the target sentences. Of 
course, one should not overlook the danger that repeated comparison of 
different sentences to a single marginally-acceptable sentence might lead 
participants to evaluate the target sentences in terms of a specific salient 
feature of the modulus. In scale-rating studies the range of non-target sen-
tences in the study (if there are any) also provides the background that par-
ticipants use to calibrate the rating scale. If the non-target sentences are 
much easier or much harder than the target sentences, this is likely to com-
press ratings for the target sentences. The effect of this can be clearly seen 
in (1) above: Experiment 3 (1e-f) included examples of forwards anaphora, 
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which are judged to be highly natural, and consequently the ratings for sen-
tences involving backwards anaphora were compressed. Similarly, if one 
wants to test for subtle variations in acceptability in sentences that are not 
particularly bad, one should not load the study with disastrously bad sen-
tences, as they will tend to blind participants to the contrast of interest. 

Raw numbers are not particularly helpful unless one has one or more 
reference points to compare the ratings to. Does a mean rating of 3.7 on a 
5-point scale count as acceptable? That’s hard to assess for a score viewed 
in isolation, but if one can establish that uncontroversially well-formed sen-
tences of the same length and number of clauses as the target receive a 
mean rating of 4.1, then it is reasonable to conclude that the 3.7 is a pretty 
high acceptability rating. 

In on-line comprehension studies it is normal to include large numbers 
of filler items, with the aim of masking the target items and limiting the 
impact of task-specific strategies. In an acceptability rating study it may not 
be necessary or even desirable to include filler items, depending on whether 
the experimenter wants to draw participants’ attention to the target sen-
tences. There are no hard and fast rules here: choices should be made on a 
case-by-case basis. 

Something that is undoubtedly important in acceptability rating studies 
is that participants have a very clear understanding of what they are being 
asked to do. This includes such basic issues as understanding the direction 
of the rating scale and understanding the difference between plausibility and 
well-formedness, or the difference between intuitive acceptability and the 
norms of prescriptive grammar. The participants are naïve subjects, so these 
things may not be obvious. It is worthwhile to work through instructions 
and examples with the participant and answer any questions that s/he might 
have about the task before proceeding.  For these reasons I have grave res-
ervations about web-delivered experiments that participants are free to run 
at home in their own time.6 Even when testing students alone in laboratory 
testing rooms we find it increasingly necessary to remind them to turn off 
their mobile phones during the experiment (or at least to not answer them!). 
If the experiment is run in a dorm room, how confident can you be that you 
have your participant’s full, undivided, and wakeful attention? I thought so. 

Finally, it is valuable to look beyond mean ratings to look at the distri-
bution of scores in order to gain a better understanding of participants’ 
judgments. The results can be surprising. For example, in a study of the 
acceptability of backwards coreference in Japanese speakers (Aoshima et al. 
                                                             

6 This concern does not undermine the potential value of web-delivered experiments, as al-
lowed by packages such as WebExp (http://www.webexp.info). The location- and platform-
independence of such packages is compatible with their use in carefully controlled settings. 
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2008, Exp 1A) we found that all 4 conditions yielded mean ratings of 2.9 to 
3.5 on a 5-point scale, yet only around 10% of the individual scores was a 
‘3’, i.e., the score closest to the mean. Almost all judgments were 1 or 2 
(‘bad’) or 4 or 5 (‘good’), and differences in the means simply reflected 
shifts in the number of scores in the lower or higher categories. 

6. So where is the crisis? 
I have argued here that there is little evidence for the frequent claim that 
sloppy data-collection practices have harmed the development of linguistic 
theories. Does this mean that I think that all is well in theory-land? Far from 
it! I just don’t think that the problems will be solved by a few rating sur-
veys. 

So what are the real barriers to progress in generative grammar (that 
was, after all, the theme of the workshop that led to this paper)? 

First, we face a different kind of problem in the relation between theo-
ries and data. One of the reasons why informal data collection methods have 
had such a limited impact upon theory building is that there is diminishing 
awareness of the relation between well-known theoretical claims and their 
empirical motivation. Relatedly, at least in the area of syntax, there is sur-
prisingly little engagement that cuts across major theoretical divisions in 
search of empirical tests. Many different sub-communities are engaged in 
lively internal debates, but with surprisingly limited regard for how all of 
the pieces fit together. Dialog between adherents of different approaches is 
alarmingly rare. This may in part be due to massive expansion over the past 
20 years in the empirical base of linguistics: it is difficult to keep track of 
developments across many different areas and languages, and correspond-
ingly daunting to try to synthesize the results into a coherent theoretical 
picture. But it may also be due in part to increasing loss of consensus on 
what the goals of linguistic theory are.  

Second, I agree with many of the critics of traditional methods that 
there is a dire need for a deeper understanding of ‘gradient’ acceptability 
and the relation between acceptability judgments and linguistic behavior. 
Experimental syntax allows us to add some numbers to what is already well 
known, namely that acceptability comes in many shades of uncertainty. But 
this merely begs the question of why those shades of uncertainty exist. 

One approach to gradience is to assume that speakers’ ability to assign 
scalar acceptability values to sentences is a direct reflection of an underly-
ing mechanism that similarly assigns scalar values to sentences. For exam-
ple, Sorace & Keller (2005) view gradient acceptability as directly predicted 
by a grammar involving soft constraints, each of which can be violated at a 
cost. Similarly, Bresnan (2007) links the gradient acceptability of dative 
alternations to underlying knowledge of corpus probabilities. 
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An alternative (and very traditional) approach is to view gradient ac-
ceptability like IQ or credit rating scores, as a somewhat clumsy conse-
quence of trying to express the output of many different properties on a sin-
gle scale. Under this approach the fact that speakers can assign scalar rat-
ings to a sentence does not indicate that any part of their language system 
assigns a corresponding scalar value to that sentence. Gradient acceptability 
may reflect the combined response to the grammar’s ability to generate the 
sentence, to the violation of grammatical filters, to the possibility of recov-
ering an intended meaning, to the ability to diagnose a specific constraint 
violation, to the availability of alternative formulations, etc. Future work 
should move beyond the documenting of gradience to search for ways of 
testing what is the underlying cause of gradience. This will likely be an un-
dertaking where it is particularly useful to draw upon multiple techniques. 

An instructive example in this regard is the famous case of constraints 
on wanna-contraction. It is widely reported that wanna-contraction is possi-
ble in the object question in (5a) but not in the subject question in (5b) 
(Lakoff 1970). The contrast is deservedly prominent in introductory 
courses, as it is a good example of a constraint that speakers come to know 
without explicit instruction. It is also cited as a constraint that children do 
not need to learn (Crain & Thornton 1998), although more recent evidence 
suggests that learning is required (Zukowski & Larsen 2007).7 

(5) a. Who do you wanna dance with? 
 b.  * Who do you wanna dance? 

In their critique of informal judgments Wasow & Arnold (2005) pre-
sent wanna-contraction as evidence that ‘seemingly robust primary intui-
tions may not be shared by everyone’ (p. 1483). They are certainly correct 
that informal questioning suggests some variability in intuitions, and it is 
also true that one encounters ‘violations’ of the constraint in natural speech, 
such as (6). 

(6) That’s the guy I wanna push my sled.  
[Winter Olympics 1998, female commentator on burly bob-sledder]  

However, systematic tests of large groups of adult speakers suggest that 
the constraint is indeed robust across speakers, although not without some 
‘noise’ in specific tasks. Karins & Nagy (1993) show that wanna-
contraction dramatically reduces the subject-extraction interpretations of 
potentially ambiguous sentences like Which one would you {want to | 
wanna} help? Zukowski & Larsen (2007) show in an elicited production 

                                                             
7 Wanna-contraction is often also cited as evidence for the need for traces in the representa-

tion of unbounded dependencies, but this probably should not be counted among the more 
compelling arguments on that issue (Postal & Pullum 1982, Goodall 2006). 
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task that adults produce 5 times as many instances of wanna-contraction in 
object questions as in subject questions. Bley-Vroman & Kweon (2002) 
present a particularly interesting cross-method comparison, and show that 
although a small percentage of native speakers produce ‘illicit’ wanna-
contraction in subject questions in elicited production tasks, the same 
speakers show almost exceptionless sensitivity to the constraint in an ac-
ceptability judgment task. It has often been suggested that the status of 
wanna-contraction varies across speakers due to the existence of ‘liberal 
dialects’ (Postal & Pullum, 1982), but clear evidence of the supposed dia-
lects remains elusive, leading some to speculate that variable judgments 
might reflect intuitions that presume differing speech rates (Carden 1983).  

I suspect that the moral to be drawn from wanna-contraction is not that 
linguists’ judgments are misleading, but that language production reflects 
the interaction of multiple mechanisms, and thus is a valuable-but-imperfect 
window on the operations of the mental grammar.  

Third, I think that it would help a great deal if more linguists were to 
take more seriously the mentalistic commitments to which they profess. 
Most generative linguists would assent to the notion that their theories 
should be responsive to learnability considerations, yet there has been sur-
prisingly little exploration of how to relate current understanding of cross-
language variation to models of language learning. Similarly, many lin-
guists are happy to talk about grammar as a ‘computational system’ of the 
mind, but there is relatively little concern with the question of whether the 
proposed computations are actually carried out by humans. But that is a 
discussion for another place.  

In sum, I agree with many of the critics cited above that some funda-
mental questions must be addressed (or readdressed) if generative linguis-
tics is to again seize the initiative in the study of language. The perception 
on the outside that mainstream linguistics is becoming irrelevant is unfortu-
nately very real indeed. However, I do not think that we should be fooled 
into thinking that informal judgment gathering is the root of the problem or 
that more formalized judgment collection will solve the problems. 
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